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Abstract: Several relatively inexpensive levels of theory are surveyed together with alternative
algorithmic methods for the estimation of C-H bond dissociation energies (BDEs), such energies
being useful for the prediction of metabolic stability in drug-like molecules. In particular, bond
stretching potentials of several C-H bonds are computed using the AM1, PM3, HF/MIDI!, and
B3LYP/MIDI! levels of electronic structure theory, and selected points are fit to Morse and
parabolic potentials. BDEs computed by an AM1 fit to the Morse function show the smallest
mean unsigned error in prediction ((3-4 kcal/mol) over 32 diverse C-H bonds. An alternative
method for correlating the AM1 parabolic force constant from a two-point unrelaxed potential
provides only a slightly decreased accuracy and is computationally particularly inexpensive.
Both methods should prove to be useful for the rapid in silico screening of drug-like molecules
for metabolic stability to C-H bond oxidizing enzymes.
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Introduction
Recent advances in synthetic chemistry, especially com-

binatorial methodology, together with increased market
pressure associated with aging populations have led to
increasing numbers of compounds entering drug discovery
programs.1 The cost of screening new compounds, however,
remains high and may be increasing;2 the cost of a late failure
is particularly large, as clinical trials represent the most
expensive phase of pharmaceutical research and develop-
ment2 (the average cost of introducing a drug to market has
been estimated to be upward of $500 million with time
frames on the order of a decade or more3,4). Coupled with

such costs is the further estimation that “nearly 50% of drug
candidates fail because of unacceptable efficacy”, including
“undesirable metabolic stability”.5 These exigencies have led
pharmaceutical researchers to utilize ADME/Tox (absorption,
distribution, metabolism, excretion, and toxicity) screening
early in the drug discovery process to minimize undesirable
properties and allow only candidates that pass such tests to
be developed further.2,3,5-7 For metabolic screening, phar-
maceutical companies have developed high-throughputin
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Vitro techniques to assay large numbers of compounds for
stability, often using liver microsomes (homogenized liver
fractions of smooth endoplasmic reticulum containing me-
tabolizing enzymes such as cytochrome P450).1,4,5,8However,
such methods can be time-consuming9 and give false
measurements, for example, the recent observation that some
drugs can bind to the non-enzymatic portion of microsomal
proteins underin Vitro conditions, where non-specific binding
leads to an inverse relationship between metabolic rate and
microsomal protein concentration.5 Alternativein ViVo animal
models also pose challenges, simply because they are
inherently different from human systems and thus have the
potential to give different metabolic descriptions for a
compound of interest.9

In addition to high-throughputin Vitro methods, there is
growing acknowledgment of the potential utility of compu-
tational models for the prediction of ADME/Tox properties
before a compound is ever synthesized,in silico techniques
being particularly economical high-throughput assays.2,5-7

Theoretical data may then guide synthetic efforts, such as
the design of a combinatorial library or the prioritization of
the preparation of compounds within one.2,6

One interesting computational goal is the estimation of
homolytic carbon-hydrogen bond dissociation energies
(BDEs),10 as these play a role in dictating the susceptibility
to cytochrome P450 oxidation in Phase I (oxidative)
metabolism.11-15 Cytochrome P450 is the most important
participant in Phase I metabolism reactions, and is respon-
sible for the majority of known drug biotransformations.3,16-21

Cytochrome P450 acts on roughly 90% of all drugs in clinical

use,22 and∼60% of the commonly prescribed drugs in the
United States.19 With the goal of finding a computationally
inexpensive, rapid, and straightforward method, we survey
a range of theoretical models for a molecular test set
incorporating a variety of local chemical functionality. We
identify two models that on average estimate homolytic C-H
BDEs to within 3-4 kcal/mol with a minimum of compu-
tational investment and that should prove to be straightfor-
ward in automating and employing.

Computational Considerations and Models
Homolytic carbon-hydrogen BDEs are usually defined

as the enthalpy change for the reaction

which is the difference in the heats of formation between
products and reactant at 298 K and 1 atm.23,24 Thus

where DRH is the bond dissociation energy. Equation 2
reflects howDRH is determined in practice experimentally
and sometimes computationally; i.e., the heat of formation
at 298 K is measured or computed for the reactant and the
radical products. However, the computation (or measurement
for that matter) of accurate heats of formation, particularly
for radicals, can be decidedly nontrivial. Accurate computa-
tion typically requires either expensive and possibly mul-
tideterminantal methods that extensively account for electron
correlation or multilevel methods involving several sequential
high-level calculations and corrections to the energy, such
as the popular G3 or CBS theories.25-29

Such theoretical rigor is inconsistent with our goal of
developing arapid and inexpensiVe technique of estimating
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C-H bond dissociation energies in drug-like molecules. For
our purposes, we would prefer the speed inherent in restricted
single-determinant theories, such as semiempirical andab
initio Hartree-Fock (HF) theory as well as density functional
theory (DFT). Of these various levels, semiempirical calcula-
tions can be up to several orders of magnitude faster than
DFT andab initio HF theory.30,31

Restricted HF theory (and its DFT Kohn-Sham equiva-
lent) expresses the wave function as a single Slater deter-
minant composed of spin-paired electrons in self-consistently
determined doubly occupied molecular orbitals.31-34 While
this adequately describes closed-shell, ground-state mol-
ecules, the restriction to doubly occupied orbitals becomes
problematic in homolytic bond breaking, when the inter-
atomic distance is stretched far beyond the equilibrium value.
Ionic terms in the RHF wave function cause the stretching
potential to be unphysically steep.33,35 However, as this is
an error that develops systematically along a bond dissocia-
tion coordinate, it is possible to correct for it in a systematic
fashion. To that end, we here compute points on the bond
dissociation curve relatively near the equilibrium structure
for a variety of molecules and use these points to fit more
global potentials from whichDRH can be estimated. This
approach avoids the requirement for high levels of theory
associated with the explicit modeling of open-shell species
and the direct computation of accurate bond dissociation
energies.

In this work, we employ semiempirical Austin Model 136

(AM1) and Parametric Method 337 (PM3). Both of these
effective Hamiltonians are based on the neglect of differential
diatomic overlap (NDDO) formalism in which various
elements of the Fock matrix are either set to zero or
computed using analytical functions that contain parameters
optimized to reproduce various properties of ground-state,
closed-shell neutral molecules, such as heats of formation,
molecular geometries, ionization potentials, and dipole
moments. These approximations greatly increase the speed
of semiempirical HF calculations.

We also examine theab initio restricted HF methodology
in which all elements of the Fock matrix are computed in
full. The restricted DFT method we employ is the hybrid
B3LYP functional, comprised of Becke’s B3 three-parameter
gradient-corrected exchange functional38,39 with the LYP
correlation functional of Lee, Yang, and Parr40 as originally
described by Stevens et al.41 Consistent with our goal of
inexpensive calculations, both HF and B3LYP made use of
the MIDI! basis set.42 MIDI! was specifically designed to
render calculations on large molecules more efficient.
Although it is smaller than the popular 6-31G(d) basis set,
it has been reported to yield more accurate geometries and
charges as judged by comparison to MP2/cc-pVDZ calcula-
tions.42
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All electronic structure calculations were performed using
the Gaussian98(revision A11) suite of electronic structure
programs.43

Protocols for Predicting BDEs
We began with the assembly of a small test set of 13

hydrocarbons for which high-quality experimental BDEs
were available in an effort to test various computational
protocols for their ability to generate useful bond stretching
potentials. These hydrocarbons, together with their experi-
mental BDEs, are listed in Table 1. The test set includes
saturated, unsaturated, aromatic, allylic, and cyclic molecules
having H atoms bound to formally sp, sp2, aromatic, and
sp3 carbon types. The set moreover provides BDE values
ranging over∼50 kcal/mol and is thus reasonably robust in
providing coverage of different bond strengths.

To begin, all structures in Table 1 were fully optimized
at the AM1, PM3, HF/MIDI!, and B3LYP/MIDI! levels, and
all structures were verified as local minima by subsequent
computation of analytic frequencies at the same levels.
Subsequently, additional energies were computed for each
molecule at each level of theory with the target C-H bond
either shortened or lengthened by increments of 0.05 Å so
that pointwise stretching coordinates were generated over
the range fromr ) req - 0.4 Å to r ) req + 0.4 Å. These
coordinates were generated both with (relaxed) and without
(unrelaxed) reoptimization of the remaining geometric
degrees of freedom.

Morse Potential Fits. Various points along these coor-
dinates were then fit to a Morse potential, which has the
form

whereDRH is the zero-point-excluding BDE andRRH is a
fitting constant.31 We considered various fitting protocols.
If three points are chosen, theDRH andRRH parameters may
in general be determined to fit the chosen energies exactly.
If more points are chosen, best fit values may be determined
from standard statistical approaches. We examined nine
different protocols for accomplishing the fits as outlined in

Table 2. In eight of the protocols, three points were chosen,
consisting of the equilibrium bond length (corresponding to
a relative energy of zero) and two points symmetrically
displaced to either side of the equilibrium bond length by
differing multiples of 0.05 Å. We also considered one five-
point fit.

DRH and RRH were optimized by nonlinear fitting using
standard NAG Fortran 90 routines;47amultiple solutions from
different initial guesses were generated to ensure that the
global minimum solution was reached. The Solver program47b

in Microsoft Excel was also employed for this parameter
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J. Chem. Phys. 1971, 55, 3327-3335. (c) Warshel, A.Computer
Modeling of Chemical Reactions in Enzymes and Solutions; Wiley-
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119, 8925-8932.
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Table 1. Experimental C-H BDEs for the Initial
Hydrocarbon Test Set

molecule BDE (kcal/mol) ref

methane 104.99 ( 0.03 24
ethane 101.1 ( 0.4 24
propane (2°) 98.6 ( 0.4 24
tert-butane (3°) 96.5 ( 0.4 24
acetylene 133.32 ( 0.07 24
propene (allylic) 88.8 ( 0.4 24
ethene 110.7 ( 0.6 24
cyclopentane 97.6 44
cyclohexane 98.6 44
benzene 112.9 ( 0.5 24
toluene (benzylic) 89.8 ( 0.6 24
naphthalene (R) 112.2 ( 1.3 45
tetrahydronaphthalene (benzylic) 82.9 ( 1.2 44

E(r) ) DRH[1 - e-RRH(r - req)]2 (3)

Table 2. Points Used in Potential Fitting Protocols [listed
by displacement (Å) from req]

protocol point set

3.1 -0.05, 0.00, 0.05
3.2 -0.10, 0.00, 0.10
3.3 -0.15, 0.00, 0.15
3.4 -0.20, 0.00, 0.20
3.5 -0.25, 0.00, 0.25
3.6 -0.30, 0.00, 0.30
3.7 -0.35, 0.00, 0.35
3.8 -0.40, 0.00, 0.40
5.1 -0.10, -0.05, 0.00, 0.05, 0.10
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fitting and provided essentially identical results. The fitted
DRH values were then linearly regressed on the experimental
bond dissociation energies to assess the quality of the
relationship. This linear regression corrects for systematic
errors associated with individual levels of theory and also
corrects for the zero-point-excluding nature of the Morse
potential. In the latter case, the correction may be considered
essentially a constant: the total variation in zero-point
energies is1/2hc∆ω,31 whereh is Planck’s constant,c is the
speed of light, and∆ω is the range of C-H stretching
frequencies in wavenumber units; as this range is conser-
vatively no more than 600 cm-1 for typical C-H bonds, the
total variation in zero-point vibrational energies is less than
1 kcal/mol, on the order of the experimental error in the
measurements in many instances.

Parabolic Fits. If we represent the bond stretching
potential in the region of the equilibrium structure as a Taylor
expansion in the bond length truncated at the second
derivative, we have

Noting that the first term on the right-hand side of eq 4
defines the relative energy of zero on the stretching potential
and that the first derivative is zero as it is evaluated at the
minimum on the potential coordinate, we can simplify eq 4
to the well-known harmonic oscillator result

wherek is the harmonic force constant defined by reference
to eq 4 as the second derivative of the energy with respect
to motion along the stretching coordinate evaluated at the
equilibrium position. If we considerE to have the form of
the Morse potential in eq 3, we may also write

Thus, providing that the parameterR is not particularly

sensitive to the nature of the R-H bond, we may expect a
linear relationship between harmonic force constantsk and
BDEs.

To explore this relationship further, we fit the points used
in protocols 3.1-3.8 to parabolas (analytic geometry permits
an exact fit for any three non-collinear points) for both
relaxed and unrelaxed stretching coordinates. We also
considered the simpler protocol made possible if the equi-
librium bond length is assumed to be the critical point of
the parabola. In that case, only a single additional point is
required to uniquely define the harmonic potential. We chose
to use the forward point from each three-point protocol (i.e.,
the stretched point) for this purpose. Subsequent linear
regression of the force constants on the experimental BDEs
completes the definition of a fitting protocol.

Results and Discussion

A complete analysis of all of the statistical data associated
with the various fitting protocols applied to the hydrocarbon
test set is provided as Supporting Information. In the interest
of brevity, we note here simply that protocol 3.6 proved to
be robust for essentially every choice of theory, fitting
potential, and relaxed versus unrelaxed stretching coordinate.
The sensitivity to choice of protocol was rather low over
the range from approximately protocol 3.4 to 3.7, particularly
for the parabolic fits, but in general, protocol 3.6 tended to
provide very slightly reduced errors compared to the others.
For protocol 3.8, the rapid increase in energy associated with
the repulsive side of the potential curve appeared to reduce
the quality of BDE estimates, while for protocols 3.1-3.3,
the small step sizes away from the equilibrium position failed
to adequately reflect differences in BDEs for different C-H
bonds. For the Morse potential fits, protocol 5.1 performed
in a manner essentially equivalent to that of protocol 3.2,
implying that the two additional points present in the former
protocol were not particularly useful. As five-point protocols
are obviously nearly twice as costly as three-point protocols
in terms of computational resources, we did not consider
them further. Note that for the two-point parabolic force
constants, we refer to the protocol as protocol 3.6 even

Table 3. Performance of Protocol 3.6 for Correlation of Relaxed and Unrelaxed Morse Potential BDEs with Experiment for
the Hydrocarbon Test Seta

statistic AM1 PM3 HF/MIDI! B3LYP/MIDI!

pre-regression
mse 74.5 (89.2) 24.3 (28.0) 3.3 (8.5) 10.4 (-5.1)
mue 74.5 (89.2) 24.3 (28.0) 3.8 (8.5) 10.4 (6.3)
rmse 74.8 (89.3) 25.1 (28.6) 5.1 (9.9) 10.9 (7.1)

post-regression
slope 0.66 (1.04) 0.77 (0.90) 0.93 (1.10) 1.14 (1.31)
intercept -15.2 (-96.4) 4.4 (-14.8) 3.6 (19.7) -2.7 (-25.1)
R2 0.91 (0.88) 0.79 (0.80) 0.91 (0.85) 0.94 (0.90)
mue 3.0 (3.9) 4.9 (4.8) 2.7 (4.1) 2.3 (3.5)
rmse 3.8 (4.4) 5.7 (5.6) 3.8 (4.8) 3.1 (3.9)

a mse, mean signed error (kcal/mol); mue, mean unsigned error (kcal/mol); rmse, root-mean-square error (kcal/mol); slope (unitless); intercept
(kcal/mol); R, Pearson correlation coefficient (unitless). Results presented as relaxed (unrelaxed).

E(r) ) E(req) + dE
dr |req

(r - req) + 1
2!

d2E

dr2|
req

(r - req)
2 (4)

E(r) ) 1/2k(r - req)
2 (5)

d2EMorse

dr2 |
req

) 2DRHRRH
2 (6)
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though only a single calculation of the energy forreq + 0.3
Å is required.

Tables 3-5 provide details about the quality of the
protocol 3.6 fits for the hydrocarbon test set data for all levels
of theory. In the case of the Morse potential (Table 3), errors
in BDEs both before and after linear regression are presented.
For the parabolic fits, the linear regression may be thought
to change the units of the force constant from kilocalories
per mole per angstrom squared to kilocalories per mole, so
any preregression analysis is not meaningful (note that the
SI unit for the force constant is newtons per centimeter,
which is equal to the commonly tabulated cgs unit millidyne
per angstrom; the conversion factor is 1 kcal mol-1 Å-2 )
0.00695 N cm-1).

It is noteworthy in the Morse potential analysis that AM1
and PM3 do very badly in raw prediction ofDRH, AM1
particularly so. HF/MIDI!, on the other hand, provides
surprisingly good estimates of the BDEs directly fromDRH,
while B3LYP/MIDI! is less successful for a relaxed stretch-
ing coordinate and somewhat more successful with an
unrelaxed coordinate. The large errors for AM1 appear to
be highly systematic since after linear regression the model
provides an accuracy approximately equal to that of HF/
MIDI!. PM3 is markedly less improved after regression. The
postregression B3LYP/MIDI! results are the best, with a
relaxed rmse of only 3.1 kcal/mol (we note that the dispersion
in the data is 12.6 kcal/mol). Of course, the DFT model is
much more expensive (Vide infra).

The three-point parabolic predictions are less accurate than
the Morse potential predictions in every case, with the PM3

results being almost statistically meaningless. The difference
between the quality of the relaxed and unrelaxed fits is
smaller for the parabolic predictions than for the Morse
potential predictions. Interestingly, the two-point parabolic
predictions are in almost every casemoreaccurate than the
three-point predictions.

Having chosen a protocol on the basis of high-quality
hydrocarbon data, we next expanded our test set by addition
of 23 BDE data for more functionalized organic molecules

(54) Burkey, T. J.; Castelhano, A. L.; Griller, D.; Lossing, F. P. Heats
of Formation and Ionization Potentials of SomeR-Aminoalkyl
Radicals.J. Am. Chem. Soc.1983, 105, 4701-4703.

(55) Dombrowski, G. W.; Dinnocenzo, J. P.; Farid, S.; Goodman, J.
L.; Gould, I. R. R-C-H Bond Dissociation Energies of Some
Tertiary Amines.J. Org. Chem.1999, 64, 427-431.

Table 4. Performance of Protocol 3.6 for Correlation of Relaxed and Unrelaxed Three-Point Parabolic Force Constants with
Experiment for the Hydrocarbon Test Seta

statistic AM1 PM3 HF/MIDI! B3LYP/MIDI!

slope 0.19 (0.22) 0.17 (0.15) 0.17 (0.17) 0.17 (0.18)
intercept -62.3 (-90.0) -38.6 (-23.2) -73.1 (-80.5) -63.8 (-72.2)
R2 0.86 (0.84) 0.50 (0.37) 0.88 (0.86) 0.88 (0.86)
mue 4.0 (4.4) 7.8 (8.5) 3.7 (4.0) 3.7 (4.1)
rmse 4.7 (5.1) 8.9 (10.0) 4.4 (4.7) 4.3 (4.7)

a slope (Å2); intercept (kcal/mol); R, Pearson correlation coefficient (unitless); mue, mean unsigned error (kcal/mol); rmse, root-mean-square
error (kcal/mol). Results presented as relaxed (unrelaxed).

Table 5. Performance of Protocol 3.6 for Correlation of Relaxed and Unrelaxed Two-Point Parabolic Force Constants with
Experiment for the Hydrocarbon Test Seta

statistic AM1 PM3 HF/MIDI! B3LYP/MIDI!

slope 0.30 (0.38) 0.30 (0.32) 0.28 (0.31) 0.32 (0.34)
intercept -47.6 (-92.9) -31.1 (-43.3) -34.1 (-51.9) -34.8 (-48.9)
R2 0.89 (0.85) 0.66 (0.61) 0.90 (0.86) 0.93 (0.86)
mue 3.4 (4.2) 6.5 (6.9) 3.1 (4.1) 2.8 (4.1)
rmse 4.2 (4.8) 7.3 (7.9) 3.9 (4.7) 3.4 (4.7)

a slope (Å2); intercept (kcal/mol); R, Pearson correlation coefficient (unitless); mue, mean unsigned error (kcal/mol); rmse, root-mean-square
error (kcal/mol). Results presented as relaxed (unrelaxed).

Table 6. Experimental C-H BDEs for Additional Organic
Molecules

molecule BDE (kcal/mol) ref

acetaldehyde (methyl) 94 ( 2 24
acetic acid 94.6 ( 3.0 48, 49
1-benzyl-1,4-dihydronicotinamidea 67.9 ( <1 50
dimethylamine 87 ( 2.4 51
dimethyl ether 93 ( 2 52
ethanolamine (N-R) 90.7 ( 2 53
formaldehyde 88.144 ( 0.008 24
methanol 96.1 ( 0.2 24
methylamine 94.2 52, 54
methanethiol 94.2 24
morpholine (N-R) 93 ( 2.4 51
N,N-dimethylaniline (methyl) 91.7 ( 1.3 55
piperidine (N-R) 92 ( 2.4 51
propylamine (N-R) 93.1 ( 2 53
pyridine (2 position) 105 ( 2 56
pyridine (3 position) 112 ( 2 56
pyridine (4 position) 112 ( 2 56
pyrimidine (2 position) 98 ( 2 56
pyrimidine (4 position) 103 ( 2 56
pyrimidine (5 position) 112 ( 2 56
pyrrolidine (N-R) 90.1 ( 2.4 51
tetrahydrofuran (O-R) 92.1 ( 1.6 44
trimethylamine 86.5 ( 2.2 51, 52

a C(4)-H.
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(Table 6), for which experimental error bars were generally
larger. We then employed exclusively protocol 3.6 to
examine the extent to which the Morse and parabolic
potential fits continued to be robust predictors of BDEs
within the context of a more diverse test set.

As a technical point, we note that in constructing the
stretching potentials for the compounds examined here, levels
of theory occasionally disagreed on the global minimum
energy conformer. For example, AM1 and PM3 predict the
lowest-energy conformation of piperidine to have the N-H
bond in the axial position while HF/MIDI! and B3LYP/
MIDI! predict the same bond to prefer to be equatorially
disposed. In such instances, the lowest-energy structure from
a given level of theory was used irrespective of conflicting
results from higher levels of theory (this being in the spirit
of how one would expect to use a given model in practice,
once defined).

Although we restricted our consideration of protocols to
protocol 3.6 on the basis of our experience with the
hydrocarbon test set, we carried out new linear regressions
for the combined 38 data to evaluate the accuracy of our
fits. The results are presented in Tables 7-9. Inclusion of

the new data tended to degrade the predictive accuracy of
the models based on fitting to the Morse potential, particu-
larly for B3LYP/MIDI!. Part of this increase in error is
associated with 1-benzyl-1,4-dihydronicotinamide, the BDE
for which tended to be overestimated by all models by as
much as 20 kcal/mol. Smaller systematic errors tended to
be associated with underestimation of BDEs for allylic and
benzylic C-H bonds. The relaxed and unrelaxed three-point
parabolic fits also showed a loss of accuracy with the
inclusion of the new test data, with the more expensive levels
of theory showing the greatest loss in predictive accuracy.
While some of this decrease in accuracy may be associated
with greater experimental uncertainty in the new test data,
it also appears that errors in the different protocols may be
dependent on the nature of functionality present near the
breaking C-H bond. That is, if there were to be sufficient
data, it might prove to be a significant advantage to have
separate regression equations for C-H bonds in hydrocar-
bons, C-H bondsR to nitrogens, etc. (Of course, in the limit

Table 7. Performance of Protocol 3.6 for Correlation of
Relaxed and Unrelaxed Morse Potential BDEs with
Experiment for Expanded Test Seta

statistic AM1 PM3 HF/MIDI! B3LYP/MIDI!

slope 0.61 (0.78) 0.73 (0.75) 0.68 (0.89) 0.70 (0.90)
intercept -6.9 (-46.1) 10.3 (4.0) 28.7 (1.8) 37.3 (14.5)
R2 0.80 (0.69) 0.77 (0.64) 0.72 (0.67) 0.62 (0.66)
mue 3.4 (4.2) 4.5 (5.0) 4.9 (5.3) 5.6 (5.6)
rmse 5.0 (6.2) 5.3 (6.7) 5.9 (6.4) 6.9 (6.6)

a slope (unitless); intercept (kcal/mol); R, Pearson correlation
coefficient (unitless); mue, mean unsigned error (kcal/mol); rmse, root-
mean-square error (kcal/mol). Results presented as relaxed (unre-
laxed).

Table 8. Performance of Protocol 3.6 for Correlation of Relaxed and Unrelaxed Three-Point Parabolic Force Constants with
Experiment for the Expanded Test Seta

statistic AM1 PM3 HF/MIDI! B3LYP/MIDI!

slope 0.20 (0.23) 0.19 (0.15) 0.14 (0.15) 0.14 (0.15)
intercept -70.4 (-100.1) -57.5 (-27.2) -53.0 (-60.9) -31.8 (-41.8)
R2 0.76 (0.73) 0.41 (0.25) 0.70 (0.67) 0.68 (0.68)
mue 4.0 (4.4) 7.4 (8.2) 5.1 (5.3) 5.4 (5.5)
rmse 5.5 (5.8) 8.6 (9.7) 6.2 (6.5) 6.4 (6.4)

a slope (Å2); intercept (kcal/mol); R, Pearson correlation coefficient (unitless); mue, mean unsigned error (kcal/mol); rmse, root-mean-square
error (kcal/mol). Results presented as relaxed (unrelaxed).

Table 9. Performance of Protocol 3.6 for Correlation of Relaxed and Unrelaxed Two-Point Parabolic Force Constants with
Experiment for the Expanded Test Seta

statistic AM1 PM3 HF/MIDI! B3LYP/MIDI!

slope 0.30 (0.37) 0.33 (0.33) 0.23 (0.26) 0.23 (0.26)
intercept -48.1 (-89.3) -43.6 (-48.4) -11.1 (-29.9) 3.3 (-12.4)
R2 0.79 (0.75) 0.66 (0.52) 0.74 (0.68) 0.68 (0.65)
mue 3.6 (4.1) 5.6 (6.4) 4.8 (5.3) 5.4 (5.8)
rmse 5.2 (5.6) 6.5 (7.8) 5.6 (6.4) 6.4 (6.7)

a slope (Å2); intercept (kcal/mol); R, Pearson correlation coefficient (unitless); mue, mean unsigned error (kcal/mol); rmse, root-mean-square
error (kcal/mol). Results presented as relaxed (unrelaxed).

Figure 1. Predicted vs experimental BDE using the AM1
unrelaxed two-point parabola protocol.
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of a Very large set of experimental data, one might be able
to avoid quantum chemical calculations altogether and find
sufficiently accurate predictive models based on structure
alone, e.g., graph-theoretical models, but the total number
of accurately measured BDEs does not yet permit an
evaluation of this point.)

Interestingly, the computationally simplest model, the two-
point parabolic correlation, has predictive power over the
full test set approximately as good as, if not better than, the
Morse and three-point parabolic potential correlations.
Indeed, with AM1 the performance of the two-point parabolic
correlation is approximately as good over the full test set as
over just the hydrocarbons. When unrelaxed geometries are
used, the price/performance ratio of the AM1 model is quite
impressive (Table 10 provides computational times for the
two-point and three-point calculations required for the various
models when applied to piperidine).

We conclude, then, that a particularly efficient method for
estimating C-H BDEs is first to optimize the molecular
structure with AM1 (we note that in 1998 Beck et al.57

reported having carried out the AM1 optimization of a
database of 53 000 compounds in 14 h on a 128-processor
Origin 2000 computer). Next, every C-H bond of interest
should be stretched by 0.3 Å and the energy computed
without reoptimization (a fairly simple procedure to auto-
mate). From analytic geometry, the unrelaxed force constant
for the bond is then 2/0.09 times the energy increase in units
of kilocalories per mole per angstrom squared. Multiplication
of this value by 0.37 Å2 and subtraction of 89.3 will then
provide an estimate of the BDE in kilocalories per mole with
a mean unsigned error that, based on our 38-molecule test
set, should be on the order ofe4 kcal/mol. The performance
of this model for the test set is depicted graphically in Figure
1. Such predicted BDEs may then prove to be useful in
models correlating BDE with susceptibility to metabolic
oxidation.
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Table 10. Computational Times (central processing unit
seconds) Required To Compute Energies for Points on the
N-R C-H Stretching Coordinate for Piperidinea

no. of points AM1 PM3 HF/MIDI! B3LYP/MIDI!

2 12 (5) 13 (6) 276 (33) 1783 (211)
3 19 (6) 16 (6) 376 (48) 2217 (312)

a Single IBM SP 375 MHz Power3 processor. Results presented
as relaxed (unrelaxed).
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